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Madhya Pradesh Bhoj Open University, Bhopal 

PROGRAMME PROJECT REPORT 

Name of the Programme: M.Sc. Information Technology 

Introduction : 

M.Sc. IT, or Master of Science in Information Technology, is a postgraduate program that focuses on 

developing the skills and knowledge required to manage and analyze information technology in various 

industries. The program covers a wide range of topics such as software development, database management, 

computer networks, cybersecurity, and artificial intelligence. 

Students who enroll in an MSc IT program are typically individuals who already have an undergraduate degree 

in computer science, information technology, or a related field. The program typically takes one to two years to 

complete, and students are required to complete coursework, research projects, and a dissertation. 

The program is designed to equip graduates with the necessary skills to become IT professionals, and prepares 

them for roles such as systems analyst, database administrator, network administrator, cyber security specialist, 

and software developer. An MSc IT degree is highly valued in the job market, and graduates can expect to earn 

competitive salaries in their chosen field. 

 

 (i) (a) Programme's Mission: The mission of an MSc IT program is to provide students with a comprehensive 

understanding of information technology and its applications in various industries. The program aims to equip 

students with the necessary skills to analyze, design, and develop IT systems that are efficient, effective, and 

secure. 

The program is designed to prepare students for careers in the rapidly evolving field of information technology, 

where there is a constant demand for professionals who can adapt to new technologies and solve complex 

problems. The program emphasizes practical, hands-on experience, and encourages students to engage in 

research and development activities. 

In addition, the program aims to develop students' communication and teamwork skills, as these are essential 

for success in the field of IT. Graduates of the program are expected to be leaders in their field, with the ability 

to innovate, manage and lead IT projects. 

Overall, the mission of an MSc IT program is to produce graduates who are well-rounded IT professionals, 

capable of contributing to the growth and success of organizations in various industries. 
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 (b) Objectives: 

The objectives of an MSc (Master of Science) in IT (Information Technology) program vary depending on the 

specific program and institution offering it. However, some common objectives of MSc IT programs include: 

 Developing advanced knowledge and skills: MSc IT programs aim to provide students with advanced 

knowledge and skills in areas such as computer networks, database management, programming, 

artificial intelligence, cybersecurity, and more. 

 Preparing for leadership roles: MSc IT programs often prepare students for leadership roles in the IT 

industry by providing them with the knowledge, skills, and confidence to lead teams and make strategic 

decisions. 

 Promoting innovation: MSc IT programs encourage students to think creatively and innovatively by 

exposing them to cutting-edge technologies and research. 

 Enhancing career prospects: MSc IT programs are designed to enhance students' career prospects by 

providing them with specialized knowledge and skills that are in high demand in the IT industry. 

 Encouraging lifelong learning: MSc IT programs promote a culture of lifelong learning by providing 

students with the tools and resources they need to stay up-to-date with the latest advancements in the IT 

industry. 

 

(ii) Relevance of the Programme with HEI's Mission and Goals: The relevance of an M.Sc IT program with 

an HEI's (Higher Education Institution) mission and goals depends on the specific institution's mission and 

goals. However, in general, MSc IT programs are highly relevant to many HEI's missions and goals for the 

following reasons: 

Meeting the needs of the IT industry: Many HEIs aim to prepare their graduates to meet the needs of the 

industries they will work in. MSc IT programs do exactly that by equipping students with advanced knowledge 

and skills in areas such as computer networks, cybersecurity, and artificial intelligence, which are highly sought 

after by employers in the IT industry. 

Supporting research and innovation: Many HEIs aim to support research and innovation by providing their 

students with access to cutting-edge technologies and research facilities. MSc IT programs often involve 

research projects, internships, and other opportunities for students to explore and develop innovative solutions 

to real-world problems. 

Enhancing the institution's reputation: Many HEIs aim to enhance their reputation by offering high-quality 

academic programs that produce successful graduates. MSc IT programs are highly regarded in the IT industry, 

and graduates of these programs are often sought after by employers, which can enhance the institution's 

reputation. 
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Encouraging lifelong learning: Many HEIs aim to promote a culture of lifelong learning by providing their 

students with the tools and resources they need to continue learning throughout their careers. MSc IT programs 

often involve ongoing professional development opportunities and access to industry experts, which can help 

students stay up-to-date with the latest advancements in the IT industry. 

Overall, an MSc IT program can be highly relevant to an HEI's mission and goals, particularly if the institution 

aims to prepare its graduates for successful careers in the IT industry, support research and innovation, and 

promote lifelong learning. 

 

(iii) Nature of prospective target group of learners:  
 
The prospective target group of learners for an M.Sc. IT (Master of Science in Information Technology) 

program can vary depending on the specific program and institution offering it. However, in general, the target 

group of learners for an M.Sc. IT program are individuals who: 

 Have an undergraduate degree in computer science, information technology, or a related field: M.Sc. IT 

programs typically require applicants to have an undergraduate degree in a relevant field. This ensures 

that students have a solid foundation in IT fundamentals before embarking on more advanced 

coursework. 

 Are interested in advancing their knowledge and skills in IT: M.Sc. IT programs are designed for 

individuals who want to deepen their understanding of IT concepts, technologies, and applications. 

Prospective students may be interested in pursuing careers in areas such as software development, 

network administration, cybersecurity, or data analytics. 

 Are motivated and self-directed learners: M.Sc. IT programs require a high level of self-direction and 

motivation, as students must complete complex coursework, research projects, and other assignments 

with minimal supervision. 

 Have strong analytical and problem-solving skills: M.Sc. IT programs involve complex problem-solving 

and require students to think critically and analytically. Prospective students should have strong 

analytical and problem-solving skills to succeed in the program. 

 Are interested in pursuing leadership roles in the IT industry: M.Sc. IT programs often prepare students 

for leadership roles in the IT industry by providing them with the knowledge, skills, and confidence to 

lead teams and make strategic decisions. Prospective students who are interested in pursuing leadership 

roles in the IT industry may find an M.Sc. IT program particularly appealing. 

Overall, the target group of learners for an M.Sc. IT program is typically composed of motivated, self-directed 

learners with a strong foundation in IT fundamentals who are interested in advancing their knowledge and skills 

in IT and pursuing careers in the field. 
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(iv) Appropriateness of programme to be conducted in the Open and Distance Learning mode to acquire 
specific skills and competence:  

 

The M.Sc. Information Technology program can be appropriately conducted in the Open and Distance Learning 

(ODL) mode to acquire specific skills and competence. Here are some reasons why: 

 Flexibility: The ODL mode provides flexibility in terms of time, pace, and place of learning, which is 

especially important for learners who are already working or have other commitments. This mode 

allows learners to design their own study schedules and access course materials at their convenience, 

which can help them to balance their work, family, and educational commitments. 

 Access to learning resources: ODL mode can provide access to a wide range of learning resources, 

including digital textbooks, audio and video lectures, interactive simulations, and virtual laboratories. 

This mode allows learners to access these resources from anywhere, which can help them to deepen 

their understanding of key concepts and develop specific skills and competencies. 

 Personalized learning: ODL mode can provide personalized learning experiences to learners by using 

adaptive learning technologies, providing individual feedback, and offering personalized tutoring. This 

mode can help learners to focus on their specific needs and interests and acquire the skills and 

competence they need to succeed in their chosen field. 

 Cost-effective: ODL mode can be a cost-effective option for learners who are unable to attend 

traditional, on-campus programs. This mode can reduce the cost of tuition, accommodation, and 

transportation, making it more accessible to learners from diverse socioeconomic backgrounds. 

 Practical components: Although some practical components of the M.Sc. Information Technology 

program may require access to laboratory equipment, there are still many theoretical components of the 

program that can be delivered effectively through the ODL mode. Furthermore, some universities offer 

online laboratories and simulations that can be used to supplement or replace the practical components 

of the program. 

Overall, the M.Sc. Information Technology program can be appropriately conducted in the ODL mode, 

providing learners with the opportunity to acquire specific skills and competence in a flexible, accessible, 

personalized, and cost-effective manner. 

 

(v) Instructional Design: The M.Sc. programme is a two-year degree programme of 72 credits. The course 

material for the programme has been developed in-house with contributions from seasoned academicians as 

well. The instructional design comprises all learning activities i.e., reading and comprehending the SLM, 

availing audio-visual aids to enhance knowledge, attending counselling sessions and preparing assignments. 
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The Programme is of 2 year duration with annual examinations. The maximum period allowed is 4 years 

(double the duration). The Programme structure is as below. 

Subject Code Subject Title Type of 

Course 

Credits CIA Ext. Total 

Marks 

MIT 101 Introduction to Information Technology C 4 40 60 100 

MIT 102 Introduction to Programming Language 
through C (C) 

C 4 
40 60 

100 

MIT 103 Operating Systems and System Software (OS) C 4 
40 60 

100 

MIT 104 Data Structures and Algorithms C 4 
40 60 

100 

MIT 105 Basic Electronics and Communication (E&C) C 4 
40 60 

100 

MIT 106 Lab 1 (based on C, OS and E&C) C 4 40 60 100 

SS Soft Skill Elective SS 4 40 60 100 
Second Semester 

MIT 201 Computer Organization & Architecture C 4 40 60 100 
MIT 202 Data Base Management System (DBMS) C 4 40 60 

100 
MIT 203 Object Oriented Programming Structures 

(OOPS) 
C 4 40 60 

100 

MIT 204 Data Communication and Computer Networks C 4 40 60 
100 

MIT 205 Lab 2 (based on DBMS) C 4 40 60 100 
MIT 206 Lab 3 (based on OOPS) C 4 40 60 100 

SO Social Orientation Elective SO 4 
40 60 100 

Third Semester 

 
MIT 301 Software Engineering C 4 40 60 100 
MIT 302 Formal Languages and Automata Theory C 4 40 60 

100 
MIT 303 Introduction to Java C 4 40 60 

100 
MIT 304 Visual Language Programming C 4 40 60 

100 
Elective Elective Course- I E 4 40 60 

100 
MIT 306 Lab 4 ( based on Java) C 4 40 60 100 
MIT 307 Lab 5 ( based on Visual Programming) C 4 40 60 100 

Fourth Semester 

MIT 401 Computer Graphics C 4 40 60 100 
Elective Elective Course– II E 4 40 60 

100 
MIT 403 Lab 6 (based on Computer Graphics) C 4 40 60 

100 
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MIT 404 Industrial Training C 4 40 60 
100 

MIT 405 Project C 12 120 180 300 
 

 

(a)Detailed Syllabus of the Programme:  Given as Annexure -01 

 
 
(b) Duration of the Programme: The Duration of the Programme is two years. 

(c) Faculty and Support Staff Requirement: At present, there are three faculty members in the Department. 

The Department have all support staff for its the smooth functioning. 

 

(d) Instructional Delivery Mechanism:  

The instructional delivery mechanisms of the program should be designed to cater to the diverse needs of the 

learners, provide flexibility, and ensure effective learning outcomes. The program should also provide adequate 

support services such as academic counselling, technical support, and mentorship to ensure that learners receive 

the necessary guidance and assistance throughout the program. 

As the University functions in the Open and Distance Learning mode, the programmes that we offer are 

designed to meet the varied requirements of the distant learner. Keeping this in view, the course material 

developed by the Department is learner friendly. Each course is divided into four to five blocks, which are 

further divided into units. Each Block consists of three to four units. This number has been determined taking 

into consideration the learning capabilities of our learners. The structure of the unit is in line with the guidelines 

laid down by the DEB-UGC, the apex regulatory body of Open and Distance Learning. The content is kept 

simple and lucid and follows the self-instructional pattern. Each lesson includes a number of self-assessment 

questions along with hint answers so that the students are able to track their progress as they proceed with the 

lesson. At the end of each unit, a list of other relevant books is also provided. Besides providing quality study 

material to our learners, the Department, following the ODL pattern, has defined its programmes in the terms of 

credits. In the ODL system, one credit is equivalent to 30 study hours i.e. the study input required for 

completion of the programme. Normally the M.Sc. programme is a 72-credit programme. This comprises all 

learning activities ie., reading and comprehending the SLM, availing audio-visual aids to enhance knowledge, 

attending counselling sessions and preparing assignments. Thus, in the M.Sc. programme, a learner is expected 

to put in 2160 study hours to complete the programme in two years' time. 

 

(vi) Procedure for admission, curriculum transaction and evaluation: 

Admission Process : 
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Notification issued by the University in Regional and National Newspapers and in the official website. 

Admission process is online through the MPOnline Portal. Payment of fee through online (various options like 

net banking etc.). Submission of the printout of the application by the candidate to concern study centre  along 

with original documents for eligibility, date of birth etc., and along with fee paid receipt. After the Verification 

of applications- for fulfillment of eligibility criteria (marks cards) documents, fee paid details. Approval of the 

admission and issue of self-learning material (Study Materials) to the students. 

 

Contact Programmes : 

The personal contact programme in every course shall extend over a period of 13 working days in each 

semester and is usually conducted at the beginning of the session. The students are expected to come prepared 

in the class in order to discuss their problems meaningfully. 75% attendance in the personal contact programme 

is mandatory. 

 

Eligibility: B.Sc. with Information Technology  

Fee Structure: M.Sc. Previous & M.Sc. Final: 

Rs. 9000: Per Year 

Evaluation norms: A learner will be evaluated on the basis of Assignments and term-end examination. 

Assignments carry 30% weightage whereas the term end examination carry 70% weightage. 

Evaluation system: 

● Students shall have a minimum of 50% of total marks of the University examinations in each 

Course. The overall passing minimum is 50% both in aggregate of Continuous Internal 

Assessment and External Examination in each Course. 

● Every course shall have two components of assessment namely, 

⮚ Continuous Internal Assessment “CIA”: This assessment will be carried out throughout the 

semester as per the Academic Schedule. 

⮚ End Semester Examination “ESE”: This assessment will be carried out at the end of the 

Semester as per the Academic Schedule. 

 
Continuous Internal Assessment “CIA”: 

● Continuous Internal Assessment for each Course shall be by means of Written Tests/ Assignments, 

and Class Tests for a total mark of 30. 

● Continuous Internal Assessment for each Course shall be the responsibility of the concerned Course 

Faculty. 
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● The valued answer papers/assignments shall be given to the students after the valuation is completed 

and they be asked to check and satisfy themselves about the marks they scored. 

● All records in respect of Continuous Internal Assessments shall be in the safe custody of the PI for 

at least one year after the assessment. 

 
Theory course assessment weightages: 

The general guidelines for the assessment of Theory Courses, Department Electives and Non – 

Department Electives shall be done on a continuous basis as given in Table. 

 

Table : Weightage for Assessment 
 

S.No. Assessment Weightage Duration 

 
1. 

First Periodical Assessment 10%  
2 periods 

 
2. 

Second Periodical Assessment 10%  
2 Periods 

 
3. 

Practical/Project/ Lab 5%  
-- 

4. End Semester Exam 70% 2 to 3 hours 

 
Grading System 

Based on the student’s performance in each semester, grade is awarded with a final letter grade at the 

end of the exam evaluation of each Course. The letter grades and the corresponding grade points are as 

follows. 

Table 3: Grading system 
 

Range of Marks Letter Grade Grade Points Remarks 

90 – 100 S 10 Outstanding 

80-89 A 09 Excellent 

70-79 B 08 Very Good 

60-69 C 07 Good 

50-59 D 06 Average 

40-49 E 05 Pass 

<40 U 00 
To Reappear for End-Semester 

Examination 

 



 

 GPA and CGPA 

Grade Point Average (GPA) is the ratio of the sum of the product of the number of

“i “and the grade points Pi earned for that course taken over all

completed by the student to the sum of Ci for

 

 

 

Cumulative Grade Point Average (CGPA) will be calculated in a similar manner, in

considering all the courses enrolled from the first semester onwards.

computation of GPA and CGPA for courses with

regular grades. 

 
 

Grade Sheet 

Based on the performance, each student is awarded a final letter grade at the end of

course. The letter grades and corresponding grade points are

have completed a course successfully

that course. After results are declared, grade

following details: 

● Program and discipline for which

● Semester of registration. 

● The course code, name of the 

registered in that semester 

● The letter grade obtained in each

● Semester Grade Point Average

● The total number of credits 

of the course categories. 

● The Cumulative Grade Point 

● Credits earned under Non – CGPA

● Additional credits earned for

Minor specialization. 
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Average (GPA) is the ratio of the sum of the product of the number of credits Ci of course 

“i “and the grade points Pi earned for that course taken over all courses “i” registered and successfully 

completed by the student to the sum of Ci for all “i”. That is, 

 

Cumulative Grade Point Average (CGPA) will be calculated in a similar manner, in

considering all the courses enrolled from the first semester onwards. The Grade card will not include the 

computation of GPA and CGPA for courses with letter grade “U” until those grades are converted

Based on the performance, each student is awarded a final letter grade at the end of the semester in each 

course. The letter grades and corresponding grade points are given in Table 3. A student is considered to 

have completed a course successfully and earned credits if he/she secures a letter grade other than U in 

results are declared, grade sheet will be issued to each student which will contain

which the student has enrolled. 

 course, category of course and the credits for each

each course 

Average (GPA) 

 earned by the student up to the end of that

 Average (CGPA) of all the courses taken from

CGPA courses. 

for the respective UG degree or respective UG

credits Ci of course 

courses “i” registered and successfully 

Cumulative Grade Point Average (CGPA) will be calculated in a similar manner, in any semester, 

The Grade card will not include the 

are converted to the 

the semester in each 

given in Table 3. A student is considered to 

and earned credits if he/she secures a letter grade other than U in 

issued to each student which will contain the 

each course 

that semester in each 

from the first semester. 

UG degree with 
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Classification is based on as follows: CGPA ≥ 8.0: First 

Class with Distinction 

6.5 ≤ CGPA <8.0: First Class 

5.0 ≤ CGPA <6.5: Second Class 
 

(i) Further, the award of ‘First class with distinction’ is subject to the candidate becoming eligible 

for the award of the degree, having passed the examination in all the courses in his/her first 

appearance with effect from II semester and within the minimum duration of the programme. 

(ii) The award of ‘First Class’ is further subject to the candidate becoming eligible for the award 

of the degree, having passed the examination in all the courses within 5 years. 

(iii)  The period of authorized break in study will not be counted for the purpose of the above 

classification. 

 
Eligibility For The Award of  Degree 

A student will be declared to be eligible for the award of the M.Sc. degree if he/she has Registered 

and successfully obtained credit for all the core courses: 

⮚ Successfully acquired the credits in the different categories as specified in the curriculum 

corresponding to the discipline of his/her study within the stipulated time: 

⮚ Has no dues to all sections of the institute including hostels and has no disciplinary 

action pending against him/her. 

⮚ The award of the degree must be recommended by the Academic Council and approved by 

the Board of Management of the university. 

Re-View Of Answer Scripts / Single Valuation 

If any student feels aggrieved on the final outcome of the assessment in any course, the student shall 

apply to the Controller of Examinations, along with the prescribed fee, for the review of Tern End 

examination answer script, within the stipulated time after the announcement of the results of the 

examinations. The Controller of Examinations shall facilitate the review of the answer script jointly to 

be carried out by the student and the faculty detailed for this purpose. If any discrepancy is noticed 

during review the same shall be rectified and the originally awarded grade accordingly amended. 

 

(vii) Requirement of the laboratory support and library resources: 

 

Internet Leased Line 

 
Computer Lab: The University has most modern high-tech Computer Lab with 24 hrs. Internet facility 



 

13 
 

for studying and R&D activities. The state-of-the-art facility features hardware & software that is 

geared to specific academic programmes. 

 
Research Lab: University equipped with round the clock available Hi-tech research Lab. which 

includes latest configured systems with Hi-speed internet facility loaded with latest software for 

research purpose. 

 
Library: The University library is the hub of knowledge with more than 105832 books, Online 

Journals/Magazines, Back   Volumes:,  Thesis & Dissertations:, News Papers: 12, Book Bank: 25850 

are conveniently accessible for the students and staff of MPBOU. Library includes Main reading area, 

separate reading area and reference section. 

The MPBOU system consists of a Central Library and Departmental Libraries which collectively 

support the teaching, research and extension programmes of the Institute. All students, faculty members 

and employees of the Institute are entitled to use the Library facilities enrolling membership.  

 

Internet Facilities: One  Gbps – Lease Line Link are available at the university. University is fully 

networked with a campus wide network interconnecting all departments. Campus is fully Wi-Fi with high 

Speed internet connection available round-d-clock. 

MS TEAMS Platform: The University has acquired the Zoom platform license and has gone 100% 

virtual in terms of delivering the regular classes during the COVID lockdown. This has given enough 

experience for the faculty and expertise to handle the platform for online learning. More than 150 guest 

lecturers have been organised in the brief period of three weeks inviting industry experts. The MPBOU 

team is now digitally empowered to conduct OL classes on this virtual platform on a regular basis 

which shall make the learning process very effective. 

LMS: The Institute is using MOODLE and Microsoft Teams for Online teaching and to conduct test 

and Assignments 

 

(Viii) Cost estimate of the Programme and the provisions: 

The M.Sc. programme in English has been prepared in-house. The internal faculty has made contribution 
through units. The Department has utilized the acumen and expertise of seasoned academicians in the 
development of the course material. The expenses incurred in outsourcing units is as follows: 

Cost Estimates for Development of the Programme: 
 

Programme Programme 
Development 

Delivery  Total 

M.Sc. 
Information 
Technology 

5,00000/- 3,00000/- 8,00000/- 
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(ix) Quality Assurance Mechanism and expected programme outcomes:  

Quality assurance mechanisms are important in ensuring that MSc IT programs meet the desired standards and 
deliver the expected outcomes. The following are some of the quality assurance mechanisms that can be put in 
place for an MSc IT program: 

 Curriculum design and review: The curriculum of an MSc IT program should be designed to meet the 
needs of the industry and reflect the latest developments and trends in the field. Regular reviews should 
be conducted to ensure that the curriculum remains relevant and up-to-date. 

 Faculty qualifications and training: Faculty members should have the necessary qualifications and 
experience to teach the courses in the program. They should also receive regular training to enhance 
their teaching skills and keep up with the latest developments in the field. 

 Student assessment: A variety of assessment methods should be used to evaluate student learning and 
mastery of the course material. These assessments should be aligned with the program's learning 
outcomes. 

 Student support: Adequate support should be provided to students, including academic advising, 
mentoring, and counseling services. The program should also provide access to resources such as a 
library, online databases, and study materials. 

 Continuous improvement: The program should have a process in place for continuous improvement, 
which involves gathering feedback from students, alumni, and employers to identify areas of strength 
and weakness and make necessary adjustments. 

The expected program outcomes of an MSc IT program may include the following: 

 Advanced knowledge and skills in IT: Graduates of an MSc IT program should have advanced 
knowledge and skills in areas such as software development, network administration, cyber security, and 
data analytics. 

 Critical thinking and problem-solving skills: Graduates should be able to apply critical thinking and 
problem-solving skills to analyze complex IT problems and develop effective solutions. 

 Effective communication skills: Graduates should be able to communicate effectively with both 
technical and non-technical stakeholders, including colleagues, clients, and managers. 

 Leadership and teamwork skills: Graduates should be able to work effectively in teams and demonstrate 
leadership skills in managing projects and teams. 

 Ethical and professional conduct: Graduates should be aware of ethical and professional standards in the 
IT industry and demonstrate ethical and professional conduct in their work. 

Overall, an MSc IT program should aim to produce graduates who are well-prepared for careers in the IT 
industry and can make significant contributions to the field. Quality assurance mechanisms can help ensure that 
the program meets these goals and delivers the expected outcomes. 

  

Detailed Syllabus 

MIT-101 Introduction to Information Technology 
Unit-I 

Introduction to computers: Computer system concepts, characteristics of computer, 
generations and types of computer, components of computer system, Booting process , 
classification of digital computer system, organization of computers. Input and Output 
devices, Storage devices. 
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Unit-II 
 

Computer software : System software, application software, firmware , Programming 
languages classification: machine language, assembly language & high-level language. 
Evolution of programming languages: first generation, second generation, third 
generation & fourth generation languages, Language translator: Compiler, Interpreter, 
Assembler. Operating System - Definition, Job, Objective and evolution of operating 
system, Types of operating systems. 

 
Unit-III 

 
Network Communication : Definition, Criteria, advantages and limitations of computer 
networking, Communication process, Communication types, Types  of computer network 
,Network topology, LAN and other network related protocols, OSI model, TCP/IP model, 
Networking Components. 

 
Unit –IV 

 
Network Applications- Internet: Introduction, Internet basic, Internet protocols, Internet 
addressing, Browser WWW, E-mail, telnet, ftp, application, benefits and limitation of internet, 
electronic conferencing, and teleconferencing. 

 
Unit-V 

Latest IT Trends:-e-Commerce, M-Commerce, Artificial Intelligence, Computational 
Intelligence, Geographic Information System (GIS), Data Mining . Role of IT in 
different Area - Education, Industry, Banking, Marketing, Public Services and others. 

 
 

References: 
1. Computer fundamentals: By V. Rajaraman ; PHI 
2. Fundamentals of IT: Leon and Leon; Leon Tec World 
3. Fundamentals of Information Technology, Alexis Lean and Mathews Leon, Vikas 

Publication House, Delhi 
4. Information Technology - inside and outside, Cyganski, Pearson Publication 
5. Introduction to computer Science, ITL ESL, Pearson Education 

 

MIT-102 Introduction to Programming Language through ‘C’ 
 
 

Unit-I 

 
Basic Programming Concepts: Introduction to the basic ideas of problem solving and 
programming using principles of top-down modular design, Flowcharts, Compilation 
of a Program with examples 

 
Unit-II 

 
Introduction to Programming Language C: Data Types, Instruction and its Types, 
Storage Classes, Operators and Hierarchy of Operations, Expressions in C,   Control 
and Repetitive Statements, break, continue, Arrays, Strings, 
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Unit-III 
 

Functions: User Defined Functions and Library Functions, Local and Global Variables, 
Parameter Passing, Pointers, C Preprocessors, Structures, Union, 

 
Unit- IV 

 
Input and Output in C, C-Library, File: Introduction, Streams and File types, file 
Operations, File I/O, Low level Disk I/O, Command line Arguments, and Software 
Interrupts. 

 
Unit V 

 
Graphics Library: initgraph function, clrscr( ), Pixel Drawing, line( ), circle( ), 
rectangle(), closegraph(), setcolor(), setlinestyle(), setfillstyle(), floodfill(), sound and 
motion. 

 
 

References: 
 

1. Y. Kanetkar, Let us C, BPB Publications. 
2. Programming in ANSI C by E Balaguruswami, Tata McGraw Hill 
3. Schaum's Outline of Theory and Problems of programming with C, B.S.Gottfried, 

McGraw-Hill. 
4. C Made Easy, H.Schildt, Osborne McGraw-Hill. 
5. A Structured Programming Approach Using C, Behrouz A Forouzan, Cengage Learning 

MIT-103 Operating Systems and System Software 
 

Unit-I 

Introduction: Definition, Design Goals, Evolution; Concept of User, job and 
Resources; Batch processing, Multi-programming, Time sharing; Structure and 
Functions of Operating System. Process Management: Process states, State 
Transitions, Process Control block, Context Switching, Process Scheduling, 
Scheduling algorithm, Threads. 

 
Unit-II 

 
Inter process synchronization and communication: need, Mutual exclusion, semaphore 
and hardware support for mutual exclusion, queuing implementation, and classical 
problem in concurrent programming, critical region and conditional critical region, 
Monitors, Messages, Deadlock 

 
Unit-III 

 
Management (Contiguous and non contiguous) : Address Binding, Dynamic 
Loading and Linking Concepts, Logical and Physical Addresses, Contiguous 
Allocation, Fragmentation, Paging, Segmentation, Virtual Memory, Demand 
Paging, Page fault, Page replacement algorithms, Global Vs Local Allocation, 
Thrashing, Working Set Model, Paging. 

 
Unit- IV 
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File : File Attributes, File Types, File Access Methods, Directory Structure, File 
System Organization and Mounting, Allocation Methods, Free Space management; 
Secondary. 

 
Unit-V 

 
Storage Management: Disk Structure, Logical and Physical View, Disk Head 
Scheduling, Formatting, Swap Management. Protection & Security. System Software: 
Definition, their types, Loader, linker, editor, Assembler, Compiler, Interpreter. 

 
 

References: 
1. Silberschatz and Galvin, Operating System Concepts, Addison Wesley6/ed. 
2. Modern operating Systems, A S Tanenbaum, , PHI. 
3. Operating System Concepts, Peterson and Silberschatz, , Addison Wesley. 
4. Operating Systems: Internals and Design Principles , William Stalling, PHI. 
5. System Software ,Dhamdhare, , TMH. 

MIT- 104: Data Structures and Algorithms 
 

Unit I 

 
Basics: Basic terminologies; introduction to basic data Structures: Arrays, linked list, trees, 
stack, queue, Graph; Data structure operations; Algorithm complexity: definition, types and 
notations . 

 
Unit II 

 
Stacks, Queues and Recursion: Stacks; Array representation of stack; Linked representation 
of stack; Various polish notation’s-Prefix, Postfix, infix; Evaluation of a postfix & Prefix 
expression; Conversion from one another; Application of stack; Recursion; Towers of Hanoi; 
Implementation of recursive procedures by stacks; Queues; Linked representation of queues; 
Dequeues; Circular queue; Priority queue; Singly Linked list- Operation on it; Doubly linked 
list- Operation on it; Circular linked list. 

 
Unit III 

 
Trees: Binary trees; Representation of binary tree in memory; Traversing binary tree; 
Traversing using stack; Header nodes; Binary search trees; Searching and inserting in binary 
search trees; Deleting in a binary search tree; AVL search trees; Insertion and deletion in 
binary search trees; m-way search trees: searching, insertion, deletion; 
B trees: searching, insertion, deletion; Heap. 

 
Unit IV 

 
Algorithm Design techniques: Divide and Conquer, Greedy, Dynamic programming, back 
Tracking. Searching algorithm: linear search, binary search; Sorting algorithms: Bubble sort, 
Insertion sort, Selection sort, Quick Sort, Merge sort and Heap sort, Hashing, Hash function. 

 
Unit- V 

 
Graphs: Terminology & representation; Linked representation of graph; Operation on graph; 
Traversing a graph. Depth First Search, BFS, Warshall algorithm, Dijkstara algorithm, 
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Minimum spanning tree; Kruskal & Prim’s algorithm, 
 
 
 

References: 
 

1. Data Structure , Lipschutz , Mc Graw Hill. 
2. Data Structures with C++”, John R. Hubbard, Schaum’s Outline, Tata McGraw 
3. Hill. 
4. Data Structure using C, AM Tanenbaum, Y Langsam and MJ Augenstein, Prentice- 

Hall, India 
5. Data structures, Algorithms, and Applications in Java”, Sahani, McGraw Hill 

MIT-105: Basic Electronics and Communication 
 

Unit I Analogue Electronics 

Basic components and Circuits: R, C and L, Current and Voltage, AC and DC Fundamentals. 
PN junction and diode action, Rectifier: Half wave and Full wave rectifier, Uses in Power 
Supplies, Basics of Regulated and Switched Mode Power Supply (SMPS). Transistors: Brief 
introduction and applications in Amplifiers, Feed Back Amplifier, Oscillators and 
Operational Amplifier. Basics of Linear Integrated Circuits, Construction and working of 
Cathode Ray oscilloscope (CRO). 

 
Unit II Digital Electronics – I 

Number System, Conversion from one number system to another, Binary arithmetic and 
codes, Representation of Floating point, 1's, 2's complement and signed binary numbers. 
Logic gates, Boolean algebra and logic design, Karnaugh map method of simplification of 
logic expressions, Flip-Flops, Latches, Registers, Shift registers, Buffers and Drivers. 

 
Unit III Digital Electronic II 

Arithmetic circuits: Half-adder, Full- Adder, n-bit adder, subtraction, Multiplication of binary 
number, Encoders, Decoders, Code converters, Multiplexer, De-Multiplexers, Counters 
analogue to digital and digital to analogue converter (ADC and DAC) 

 
Unit IV Electronic Communication 

Brief description of elements of Communication Systems: Transmitter, Receiver, 
Communication Channel, Noise and Signals, Modems . Basic principles of Analogue and 
Digital Communication, Modulation techniques and types with brief introduction to 
Amplitude Frequency and Phase modulation, Amplitude, Frequency and Phase Shift Keying. 
Pulse code modulation. Concept of bandwidth, basics of microwave communication. 

 
Unit V Selected Advanced topics 

Topics like very large scale integration (VLSI) circuits, optical fibre communication, 
communication satellites, very small aperture terminal (V-Sat) and cellular communication . 

 
References: 

 
1. Principles of Linear Electronics ,A P Malvino , TMH Publishing Company 
2. Electronics made simple , Henery Jacobowitz – Vakils, Feffer and Simons Pvt Ltd 

Bombay 
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3. Digital Principle and Applications , A.P. Malvino and Leech , TMH Publishing Co 
4. Digital logic and Computer Design , M.Morris Mano , Pearson Education 
5. Electronic communication systems , Wayne Tomasi , Pearson Education 
6. Analogue communication A P Godse and U A Bakshi –,Technical publications Pune 
7. Digital Communication , Harold Kolimbiris , Pearson Publications. 

MIT-201: Computer Organization and Architecture 
 

Unit- I 

Register transfer language, Bus and memory transfer, Arithmetic, micro operation, Logic 
micro operation, Shift micro operation, Arithmetic logic shift unit 

 
Unit- II 

 
Instruction codes, Computer registers, Computer instructions, Timing and control, Instruction 
cycle, Memory reference instruction, I/O and interrupt, Design of basic computer and 
Accumulator logic. 

 
Unit- III 

 
Machine language, assembly language, Assembler programming, arithmetic and logic 
operation, I/O programming. Micro programmed and hardwired control unit, General register 
organization of C.P.U, Stack organization, Instruction format, Addressing modes, Program 
control, RISC v/s CISC. 

 
Unit- IV 

 
Parallel processing, Pipelining, Arithmetic pipelining, Instruction pipeline, RISC pipeline, 
Vector processing, Memory interleaving, Array processor, multiprocessor. 

 
Unit- V 

 
Peripheral devices, I/O interfaces, Asynchronous Data transfer DMA, Priority Interrupt, I/O 
processor, Multiprocessor system organization and Data communication processor. Auxiliary 
memory, Microcomputer, memory, Memory hierarchy, Associative memory, Virtual 
memory, Cache memory, Memory management hardware. 

 
 
 

References: 
1. Morris Mano “computer System Architecture”, 
2. Computer Organization & Architecture, W. Stallings, “, PHI. 
3. Computer Architecture and Organization, J. P. Hayes, McGraw Hill, 
4. Computer Architecture, A Quantitative Approach, John L. Hennessy & David A. 

Patterson,”,Morgan Kaufmann, . 
5. Modern Computer Architecture ,Rafiquzamman and Chandra,”. Galgotia 

Publication. 
MIT-202: Data Base Management System. 

 
Unit- I 

 
Overview of Database Management : Data processing versus data management , File oriented 
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approach versus verses database oriented approach to data management ,Data independence , 
Database administration, DBMS architecture, Importance of data dictionary ,Contents of data 
dictionary, Data Models, Object oriented database 

 
 

Unit-II 
 

Design Theory for Relational Database: E-R Model, Concept of Keys, Normalization, 
Functional Dependencies, Decomposition of Relation schemes, Normal Forms for Relations, 
Multivalued and other kinds of Dependencies. 

 
UNIT-III 

 
Query Optimization: Relational algebra Queries , SQL Queries ,Basic Optimization 
Strategies, Algebraic Manipulation, Optimization of Selections in System, Exact 
Optimization for a Subset of Relational Queries, Optimization under Weak Equivalence. 

 
Unit-IV 

 
Database Protection: Protecting the database- Integrity, Security and recovery Security in 
query-by-Example, Domain constraints, Referential integrity, Assertion, Triggers, Security 
and authorization in SQL. Concurrent Operations on the Database: Basic Concepts, A simple 
Transaction Model, Model with Read and Write-Locks, Read-only, Write-only Model, 
Concurrency for Hierarchically Structured Items, Protection against Crashes, Optimistic 
Concurrency Control. 

 
UNIT-V 

 
Principles of Distributed Data Bases: Framework for distribution. Translation of global 
queries into fragment queries. Query optimization and management of distributed transaction. 
Concurrency control and reliability in distributed databases. Administration of Distributed 
Data Bases. 

 
 
 

References: 
1. An Introduction to Data base Systems , C J Dates, / Kannan, Pearson Education. 
2. Database system concepts By H.Korth and A. Silberschatz ,TMH Publication 
3. Data Base Systems , J.D.Ullman, Galgotia, New Delhi. 
4. Distributed Databases ,S.Ceri and G. Relagatti, McGraw-Hill. 
5. The Theory of Database concurrency Control C.Papadimitriou , , Computer Science 

Press. 
. 

MIT-203: Object Oriented Programming Structures 
 
 

Unit-I 

 
Principal of OOP ,Procedure oriented Vs Object oriented, OOP paradigm, Features of OOP , 
Basic Data types Tokens, Keywords, Constant ,Variables, Operator I/O statements , Structure 
of C++ program, Arrays, pointers, Object modelling technique (OMT) 
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UNIT-II 

 
Function, Object and Class, Defining class, Abstract class ,Function prototype, Function with 
parameter ,Passing object as a parameter, Constructor function ,Types of constructor, 
Destructor Friend function , Friend class, Dynamic allocation operator new and delete. 

 
UNIT-III 

 
Polymorphism and Inheritance ,Types of polymorphism, Constructor overloading ,Operator 
overloading, Template function Template class, Types of inheritance ,Private ,protected and 
public derivation of class ,Resolving ambiguity Pointer to object, This pointer ,Virtual class , 
virtual function 

 
UNIT-IV 

 
Input - output and File handling   I/O classes ,File and stream classes ,Opening and closing 
file Detecting end of file, String I/O, Char I/O, Object I/O, I/O with multiple object ,File 
pointer, Disk I/O. 

 
UNIT-V 

 
Exception handling, Name spaces and Standard Template library (STL), Need of Exception 
handling, try, catch and throws keywords, defining namespace, benefit of namespace, 
Component of STL. 

 
References: 

 
1. Object Oriented Programming with C++ programming ,E.Balaguruswamy,Mc Graw 

Hill . 
2. C++ Complete reference. By Herbert Schildt, Mc Graw Hill 
3. Principles and Practices using C++ , Bjarne Stroustrup, Addison Wesley 
4. Mastering C++ b, Venugopal , Mc Graw Hill 
5. Object Oriented Programming in C++ , Robert Lafore, Galgotia Pub. 

 

MIT-204: Data Communication and Computer Networks 
 

Unit-I 

 
Introduction: Goal and application Network Hardware and Software , Protocol hierarchies, 
Design Issue of the layers, Interfaces and services, Connection oriented and connection less 
services, Service Primitives, Reference Models – The OSI Reference model, The TCP/IP 
Reference Model ,Types of computer Network :LAN,MAN,WAN, Topologies, Transmission 
mode .Physical Layer: Transmission Media ,Concept of data transmission ,Switching 
Techniques ,Communication Satellites – Geosynchronous Satellite – VSAT, Low Orbit 
Satellites, ISDN and ATM. Digital Modulation and Demodulation Techniques 

 
Unit-II 

 
Data Link Layer: Data Link Layer design issues, Framing, Flow control, Error Detection and 
Correction DLL Protocol: Stop and Wait Protocol, Sliding window protocol, A Simplex 
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protocol for noisy channel, Medium access sublayer: Channel allocation –static and dynamic 
,Multiple access protocol FDDI, Data Link Layer in the Internet – SLIP,PPP. 

 
Unit-III 

 
Network Layer: The Network Layer Design Issue, comparison of virtual circuits and 
datagram subnets, connectionless internetworking, Tunnelling, Internetwork routing, Routing 
algorithm , Fragmentation, The Network Layer in the Internet – The IP Protocol, IP Address, 
subnets, Internet control protocols, internet multicasting. 

 
Unit-IV 

 
Transport Layer: The Transport layer services, The concept of client and server in terms of 
socket addressing Quality, of service, Transport service primitives and buffering, 
Multiplexing, Crash Recovery. The Internet Transport Protocols (TCP/IP) – The TCP Service 
Model, The TCP protocol, The TCP segment header, TCP connection management, TCP 
transmission policy, TCP congestion control, TCP timer management, UDP. 

 
Unit-V 

 
Presentation and Application Layer: Network Security – Traditional Cryptography, Two 
fundamental Cryptographic Principles, Secret Key Algorithms Public key Algorithms, 
Authentication protocols, DNS,E-mail. 

 
References: 

 
1. Computer Networks ,A.S. Tanenbaum, Pearson Education 
2. Data Communications and Networking ,Forouzan, Tata McGraw Hill Company 
3. Computer Network , S.S.Shinde ,New Age International Publisher. 
4. Data and computer Communication , Shashi banzal ,Firewall media 
5. Data & Computer communication, William Stallings, Pearson 

 

MIT- 301: Software Engineering 
Unit-I 

 
Software Engineering Fundamentals: Software Engineering, Software Product: Software 
development paradigms, software Characteristics and Application. Software Development 
life cycle, water fall model, Prototyping, Incremental & Spiral model, 4th Generation 
Techniques. Project Management: Concepts, Software Process and Project Metrics; Software 
Measurements; Software Projects Planning: Objectives, Scope and Resources. Empirical 
Estimation Models: COCOMO Model, Software Equation, Project Scheduling and Tracking. 

 
Unit-II 

 
Software Requirement System(SRS) and Analysis: System Engineering, Product 
Engineering: Characteristics of a Good SRS, Requirement analysis, Principal, Software 
prototyping. Analysis modelling: data modelling, mechanics for structured analysis, system 
analysis tools and techniques, DFD, ER- Diagrams. Data Dictionary (DD), System Design: 
Design concept and principles and its elements, effective modular design, Cohesion & 
Coupling, Feature of modern graphics interface (GUI). Design Methods: data design, 
interface design guidelines, procedural design. 
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Unit-III 

 
Software Quality Assurance(SQA): Quality and factors, Quality Assurance, Software Quality 
Metrics, Process and Product Quality, Capability Maturity Model (CMM). Software Quality 
Assurance(SQA), Need for SQA, SQA Activities, Building blocks of SQA, SQA Planning & 
Standards, Software Reliability, Reliability Measures. Introduction to Software Testing: Need 
of software(s/w) testing, Error, fault and failure. s/w Testing fundamentals, Testing 
objectives, test information flows, Testing lifecycle, Test Cases. 

 
Unit-IV 

 
Levels of Testing: Unit Testing, Integration Testing, System Testing, Acceptance Testing, 
Alpha testing & Beta testing, Static vs. Dynamic testing, Manual vs. Automatic testing, 
Different types of Testing: Installation Testing, Usability testing, Regression testing, 
Performance testing, Load testing, stress testing, Security testing, Static & Dynamic testing, 
Static testing techniques, Review types : Informal Review, Technical or peer review, 
Walkthrough, Inspection, static analysis, Review meeting and reporting , Review guidelines 
& Review checklist, Data flow analysis, Control flow analysis, Cyclometric Analysis, 
Dynamic testing – need & Advantages 

 
Unit-V 

 
Black Box & White Box Testing (Test Case Design Techniques):Functional Testing (Black 
Box), Equivalence partitioning, BVA, Decision table based testing, Cause-Effect graphing, 
Syntax testing (Concept & Test case generation only), Structural Testing (White Box), 
Coverage testing, Statement coverage, Branch & decision coverage, Path coverage, 
Validation testing Activities, Low level testing, High level testing, Black box Vs. White Box 

 
References: 

 
1. Software Engineering – A Practitioners Approach Roger S. Pressman, Mcgraw Hill, 

International Education. 
2. An Integrated Approach To software Engineering, Pankaj Jolote, ,Narosa 
3. Software Engineering – A Programming Approach, D. Belie I. Moray, J. Rough, PHI. 
4. Software Testing Techniques, Barrios Bier, Van N Ostrand Reinhold. 
5. Software Engineering Concepts-Richard Fairley, CDAC. Tata McGraw-Hill Series. 

 

MIT 302 Formal Languages and Automata Theory 
Unit- I 

 
Introduction to theory of computation: Significance of theoretical computer science, 
Mathematical model of computer and programming languages, Automata, historical aspect of 
automata, application of Automata theory. Mathematical preliminaries & Notation: Sets, 
Cartesian product (cross product of two sets), various operations on sets, Relation and 
Functions, Graphs and Trees. 

 
Unit- II 

 
Basics of Languages: Informal & formal definitions. Alphabets, Strings, Languages, 
Grammar, automata and other related definitions, various operation on languages: - union, 
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concatenation, negation, reverse, star closure, Positive closure properties. Grammar: 
Informal and formal definitions. Illustrations for generating grammar for various languages 

 
 
 

Unit- III 
 

Finite Automata: Components of Automata, types of Automata, Deterministic Automata, 
Non- Deterministic Automata, Representation of Finite Automata, Deterministic Finite 
Automata (DFA), Representation of Deterministic Finite Automata using Transition Graphs, 
Transition diagraphs, Transition Tables, Languages generated by Deterministic Automata. 

 
Unit- IV 

 
Regular Languages: Definition of Regular Languages, Application of Finite Automata, Non- 
Deterministic Finite Automata (NFA): Definition of Non- Deterministic Automata, Properties 
of Transitive function, λ-NFA, Conversion of NFA to DFA. Finite Automata with λ- 
transition, λ-Closure, λ-NFA. Regular Expression : Formal Definition of Regular Expression, 
Languages Associated with Regular Language. Relationship between Regular Expression and 
Regular Language. Conversion of Regular Expression to λ-NFA, Conversion of Finite 
Automata (DFA or NFA) to Regular Expression (Kleen’stheorm). 

 
Unit- V 

 
Types of grammars, Classification of Chomsky Hierarchy, Phase structured grammars, 
context free grammar, context sensitive grimmer, regular grammar. Pushdown Automata: 
Definition and Representation of Pushdown automata, Non Deterministic Pushdown 
automata, operations on Pushdown automata. Turing machine: Basic Model, definition and 
representation of Turing Machine. Application of Turing Machine. 

 
References: 

1. Introduction to Automata Theory, Languages and Computation, J. E. Hopcroft 
and J. D. Ullman and Rajeev Motwani: Pearson Education Asia 

2. Elements of the Theory of Computation, H. R. Lewis and C. H. Papadimitriou: 
Pearson education asia. 

3. Introduction to languages and the Theory of Computation , J. C. Martin, Tata Mc-Graw Hill 
4. Introduction Formal Languages and Automata , Peter Linz, Narosa,. 
5. Theory of Computer Science: Automata, Language and Computation, M. 

Chandrasekaran, and K.L.P. Mishra: Prentice Hall of India . 
MIT-303 Introduction to JAVA 

 
Unit-I 

 
Overview of JAVA: The genesis of java, An overview of java, java virtual machine (JVM) 
,Java development kit(JDK) ,Java Vs C++, Data types, Literals, Variables, and Arrays, 
Operators, Control statements, Introducing Class, closer look at Methods and class ,Nested 
and inner class , String handling ,Constructor ,Garbage collection and finalize() method. 

 
Unit-II 

 
Inheritance, Packages and interface-Types of inheritance ,Access specifiers class inheritance, 
using super, method overriding ,Abstract class ,constructor in multilevel inheritance ,using 



 

25 
 

final with inheritance ,Dynamic method dispatch, Defining package, CLASSPATH, Access 
protection ,Importing package ,Defining and implementing interface, Extending interface, 
Nested interface. 

 
Unit-III 

 
Exception handling and Using try and catch ,multiple catch classes, Nested try statements , 
throw throws and finally ,Built in exception ,Uncaught exception , Creating own exception 
class . Multithreading: Java Thread Model – Main thread, Creating own Thread, Life cycle of 
thread, Thread priorities ,Synchronization and messaging , communication ,Suspending 
,Resuming and stopping thread. 

 
Unit-IV 

 
Input Output: Byte stream and character stream, Predefined stream, reading console input, 
writing console output, Print Writer class, Reading and writing files 

 
Unit- V 

 
Applet , AWT and Event handling – Applet life cycle, Creating an applet, Using image and 
sound in applet ,passing parameter. AWT- Overview of java.awt package, Component and 
Containers, control component and layout manager Event handling –The delegation-event 
model, Event classes, Source of event, Event listener interfaces, handling mouse and 
keyboard event, Adapter class. 

 
References: 

 
1. Java: The complete reference, Naughton P and schildt H., TMH Publication. 
2. Simply JAVA :An Introduction to JAVA programming , James R. Levenick ,Firewall 
Media Publication New,Delhi 
3. Java Programming, Balguruswami , Mc Graw Hill. 
4. Core JAVA for beginners ,RashmiKantaDas ,Vikas Publication. 
5. Core Java , Horstmen, Pearson. 

MIT 304 Visual Language Programming 
 

Unit I 

 
Introduction to .Net Framework, Pre Microsoft.Net days, Microsoft.net, .Net Architecture 
and framework, VB.Net as Programming language. 

 
Unit II 

 
VB.Net Language Fundamentals, Data Types, constant and variable declarations, Operators, 

Built in methods ,Decision structures, Loops, Arrays manipulation in VB.Net, MDI and SDI, 
Dynamic Programming in VB.Net , Using Modules and Procedures  . 

 
Unit III 

 
Menu and Dialog controls in VB.Net, Menu bar implementation In VB.Net, OpenFileDialog, 
SaveFiledialog, Colordialog, Font Dialog, Input and Output Using Stream Reader and stream 
Writer. 
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Unit IV 
 

Common Controls and Application Development in VB.Net, Performing File input / output 
operations, implementing Multi threading, Exception Handling. 

 
Unit V 

 
Data Access with ADO.Net: Database Access Using Wizard, Database Access Using Code, 
On-Line Connection, Off-Line connection, Understanding the role of Dataset, Data Adapter, 
Datareader, NonExecutequery, Execute scalar, Minor Project development. 

 
References: 

1. Beginning VB .Net , Richard Blair, Matthew Reynolds, Jonathan Crossland, Wrox 
Publications. 

2. Applied Microsoft .Net Frame Work Programming, Jeffrey Richter, Microsoft Press. 
3. Microsoft.Net for Programmers, Fergal Grimes, Microsoft Press. 
4. Understanding the .Net Frame work, TonyBaer, Kent Tegels, Wrox Publications. 
5. Visual Basic. Net Programming , Steven Holzner. Paraglyph press 

 

MIT 401 Computer Graphics 
 
 

Unit -I 

Overview of Graphics Systems: Video Display Devices , Refresh cathode ray tubes, Refresh 
scan displays, Random scan displays, color CRT Monitors, DVST, Flat- Panel displays, 
Three Dimensional viewing devices, Raster scan systems, Input Devices: Keyboards, Mouse, 
Track ball, Joysticks, Data Glove, Touch Panels, Light pens. 

 
UNIT –II 

 
Curves and Surfaces:Line Drawing Algorithm, DDA Algorithm, Bresenham’s Line Drawing 
Algorithm, Bresenham’s Circle Drawing Algorithm, Ellipse Drawing Algorithm, Pixel 
Addressing and object geometry: Screen Grid coordinates, Maintaning Goemetry properties 
of Displayed objects. 

 
UNIT –III 

 
Geometric Transformation:Homogeneous Coordinate System for 2D and 3D, Various 2D, 3D 
Transformation matrices (Translation, Scaling, Rotation, Shear), Rotation about an arbitrary 
point (2D), Rotation about an arbitrary axis (3D), Computing location of V.P, Clipping 
Algorithms, Sutherland-Cohen Clipping Algorithm. 

 
UNIT-IV 

 
Curves and Visible Surface Detection Methods: Bezier Curves, 4 point and 5 point Bezier 
curves using Bernstein Polynomials, B-Spline Curves, Computing control points given end 
slopes for a specified curve segment. Back Face Detection, Depth Buffer (Z-Buffer, A- 
Buffer) Method, Scan Line Method, Depth Sorting Method, Area Subdivision Method. 

 
UNIT –V 
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Illumination Model and Surface Rendering: Basic Illumination models, shading models for 
curve surfaces, Half tone Pattern and Dithering Techniques, Rendering, Color Models: XYZ 
Color Model, RGB, YIQ, CMY, HSV, HLS. 

 
 

References: 
 

1. Computer Graphics, D. Hearn and P. Baker, Prentice Hall. 
2. Computer Graphics, R. Plastock and Z.Xiang, Schaum’s Series, McGraw Hill. 
3. Computer Graphics Principles & Practice, Foley et. al., Addison Wesley. 
4. Procedural Elements for Computer Graphics, David F. Rogers, McGraw Hill. 
5. Principles of Interactive Computer Graphics, W. Newman and R. Sproul, McGraw- 

Hill. 
 

Electives 

Web Design and Development 
 

UNIT-I: 

 
Basic web designing: Introduction to web browser, architecture of web browser, web page, 
static & dynamic web pages, home page, web-site. Web-servers & clients. www. Introduction 
to HTML: History, structure of HTML document, creating & executing HTML. Tags of 
HTML. Tables and Frames:Creating Table with <TABLE> tag,.spanning cells with rowspan, 
colspan attributes. <FRAMESET>&<FRAME> tag, it’s attributes, using nested 
<frameset>tag, Inline frame. 

 
UNIT II 

 
Forms and CSS:Understanding Form, <FORM> tag, creating text boxes, buttons, 

checkboxes, radio buttons, hidden control, password, lists & dropdown list,textarea. 
Submitting a form, get & post method. Creating CSS, applying CSS toHTML documents. 
Use of <META> Tag. Event Handling & Form Validation: onClick, onChange, onLoad, 
onSelect, onSubmit, onMouseOver, onFocus, onBlur, Validation of text box entries, 
checkboxes, radio buttons, e-mail address validation, date validation. 

 
UNIT III 

 
C#.NET : Features, Data Types ,Variables, Arrays, Namespaces, Enumeration, Operators, 
Control flow structures, Arrays manipulation in C#.Net, MDI and SDI, Dynamic 
programming in C#.Net, Using Modules and Procedures ,Object Oriented Concepts & 
features, Class, Object, Data Binding 

 
UNIT-IV 

 
Creating WEB Application: ASP.NET Tools, Advanced Tools & Features, User Interface, 
Creating Master Pages, Creating Web Pages, User Controls, Data Binding Controls, Query 
String, and Session State. 

 
UNIT-V: 
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Data Access with ADO.Net: Database Access Using Wizard, Database Access Using Code, 
On-Line Connection, Off-Line connection, Understanding the role of Dataset, Data Adapter, 
Datareader, NonExecutequery, Execute scalar, creating connections , connecting to SQL 
server , connection to MS-Access, closing an open connection, Executing SQL statements 
with connection object –creating, inserting, updating, deleting database table. 

 
References: 

1. HTML 4.0, E. Stephen Mac, J. Platt, bpb 
2. Completer Reference HTML - Thomas A. Powell ,TMH 
3. Applied Microsoft .Net Frame Work Programming, Jeffrey Richter, Microsoft Press. 
4. Microsoft.Net for Programmers, Fergal Grimes, Microsoft Press. 
5. Teach yourself ASP programming in 21 days – Fleet, Warret, Hen Stojanovic , 

Techmedia. 
 

Artificial Intelligence 
 
 

Unit-I 

 
Introduction, AI problems, foundation of AI and history of AI intelligent agents: Agents and 
Environments, the concept of rationality, the nature of environments, structure of agents, 
problem solving agents, and problem formulation. 

 
Unit-II 

 
Searching for solutions, uniformed search strategies – Breadth first search, depth first search, 
Depth limited search, Iterative-deepening depth first search bi-direction search - comparison. 
Search with partial information (Heuristic search) Greedy best first search, A* search, 
Memory bounded heuristic search, Heuristic functions. Local search Algorithms: Hill 
climbing, simulated, annealing search, local beam search, genetical algorithms. Constrain 
satisfaction problems: Backtracking search for CSPs local search for constraint satisfaction 
problems. 

 
Unit-III 

 
Game Playing: Adversial search, Games, minimax, algorithm, optimal decisions in 
multiplayer games, Alpha-Beta pruning, Evaluation functions, cutting of search., Knowledge 
representation Reasoning and Agents :knowledge – Based Agents, the Wumpus world, logic, 
propositional logic, Resolution patterns in propos ional logic, Resolution, Forward & 
Backward. Chaining. First order logic. Inference in first order logic, propositional Vs. first 
order inference, unification & lifts forward chaining, Backward chaining, Resolution. 

 
Unit-IV 

 
Planning: Classical planning problem, Language of planning problems, Expressiveness and 
extension, planning with state – space search, Forward states spare search, Backward states 
space search, Heuristics for stats space search. Planning search, planning with state space 
search, partial order planning Graphs. 

 
Unit-V 
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Learning :Forms of learning, Induction learning, Learning Decision Tree, Statistical learning 
methods, learning with complex data, learning with Hidden variables – The EM Algorithm, 
Instance Based learning, Neural Networks. 

 
Refrences : 

1. Introduction to Artificial Intelligence – Rajendra Akerkar, PHI. 
2. Artificial Intelligence – A Modern Approach. Second Edition, Stuart Russel, Peter 

Norvig, PHI/Pearson Education. 
3. Artificial Intelligence, 3rd Edition, Patrick Henry Winston., Pearson Edition, 
4. Artificial Intelligence and Expert Systems – Patterson PHI 
5. Expert Systems: Principles and Programming- Fourth Edn, Giarrantana/ Riley, 

Thomson 
 

Network Security 
 
 

UNIT-I: 

 
Introduction, Security Concepts, Threats and Risks, Attacks – Passive andActive, Security 
Services, Confidentiality, Authentication, Non-Repudiation,Integrity, Access Control, 
Availability. 

 
UNIT-II: 

 
Access Control Models, Bell-LaPadula, Non- Interference and Role Base Model. 
Cryptography, Secret Key and Public Key Cryptosystems, Symmetric Ciphers, Block Ciphers 
and Stream Ciphers, DES,Triple DES, RSA. 

 
UNIT-III: 

 
Secure Hash and Key management, Digital Signature and Non-repudiation, cryptanalysis. 
Network Security, Objectives and Architectures, Internet Security Protocols, IP encapsulating 
Security Protocol, Network and Transport Layer Security 

 
UNIT-IV: 

 
Network Security Applications, Authentication Mechanisms: a) Passwords, b) Cryptographic 
authentication protocol, c) Smart Card, d) Biometrics,e) Digital Signatures and seals, f) 
Kerberos, g) X.509 LDAP Directory. Web Security :SSL 

 
UNIT-V: 

 
E-mail Security, PGPs / MIME, IP Security, Access and System Security ,Intruders, Intrusion 
Detection and Prevention , Firewall a) Hardware Firewall b) Software Firewall c) Application 
Firewall d) Packet Filtering. e). Packet Analysis , Proxy Servers, Firewall setting in Proxy, 
ACL in Proxy 
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4. Computers under Attack ,Peter J. Denning, Addison-Wesley. 
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Distributed Computing 
 

Unit-I 

 
Distributed Computing-introduction, history; Distributed Computing system: Strength and 
weaknesses, Different forms of Computing: Minicomputer model, workstation model, 
worksatation server model, Cluster:-definitions,cluster computer system architectutre, 
Windows cluster, distributed Computing System models: Distributed operating system, 
Introduction to DCE, architecture of Distributed Applications,. Frameworks, and component, 
Message passing:- Featues, Issues in IPC by Message passing, synchronization. 

 
Unit II 

 
Group Communication: Unicasting versus multicasting, Multicast API, Connectionless 
versus connection oriented Multicast Reliable multicast versus unreliable multicast API, 
Reliable multicast API, Ordering and their implementation: Absolute, causal, Consistant 
Distributed Computing Paradigms, Client-server paradigm, Peer to Peer paradigm. Message 
system paradigm Remote Procedure call model, Network services Paradigm. 

 
Unit-III 

 
Remote Procedure Calls(RPC): Introduction, RPC model its transparency, implementation, 
stub generation, RPC messages, Marshalling Arguments and result, server management Call 
semantics, Communication protocols for RPCs, Complicated RPCs, client server binding 
special RPCs, RPC in heterogeneous environment, Light weight RPC, Datagram Socket API, 
Stream mode Socket API, sockets with non blocking I/O Operations Secure Socket API 
Client server paradigm issues, software engineering issues for a network service, Connection 
Oriented and connectionless Servers Iterative servers and concurrent server, stateful servers 

 
Unit IV 

 
Synchronization :Mutual exclusion, deadlock, election algorithm, Resource Management: 
Introduction, desirable features of a good global scheduling algorithm, task assignment 
approach, load balancing approach, Load sharing approach; Process management: 
introduction, Process migration, threads 

 
Unit V 

 
Distributed file system: introduction, desirable features of a good DFS, file models, File 
accessing models, file sharing semantics, file caching semantics, file replication, fault 
tolerance, atomic transaction, design principles, Distributed object: Message passing versus 
distributed objects, distributed object architecture, distributed object system, RPC, remote 
method invocation, RMI architecture API for RMI,RMI application, comparison of RMI and 
socket API, Client Call back, Stub downloading, RMI security manager 
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E- Commerce 
 

Unit I 

 
An introduction to Electronic commerce, E-Commerce (Introduction And 
Definition),activities of E-Commerce, Goals of E-Commerce, Technical Components of E- 
Commerce, Functions of E-Commerce, Advantages and disadvantages of E-Commerce, 
Scope of E-Commerce, Electronic Commerce Applications, Electronic Commerce and 
Electronic Business(C2C)(2G,G2G, B2G, B2P, B2A, P2P, B2A, C2A, B2B, B2C). 

 
Unit II 

 
The Internet and WWW, Evolution of Internet, Domain Names and Internet Organization 
(.edu,.com, .mil,.gov, .net etc.), Types of Network, Internet Service Provider, World Wide 
Web 

 
Unit III 

 
Internet and Security: Internet and Extranet, Definition of Internet, Advantages and 
Disadvantages of the Internet, Development of a Intranet, Extranet and Intranet Difference, 
Role of Internet in B2B Application, Secure Transaction, Computer Monitoring, Privacy on 
Internet, Corporate , Email privacy, Computer Crime( Laws , Types of Crimes), Threats, 
Attack on Computer System, Software Packages for privacy, Hacking, Computer Virus. 

 
Unit IV 

 
Encryption and Decryption, Secret key Cryptography, DES, Public Key Encryption, RSA, 
Authorisation and Authentication, Firewall, Digital Signature. Electronic Data Exchange : 
Introduction, Concepts of EDI and Limitation, Applications of EDI, Disadvantages of EDI, 
EDI model. Electronic Payment System: Introduction, 

 
Unit V 

 
Electronic Payment System: Types of Electronic Payment System, Payment Type, 
Traditional Payment, Value Exchange System, Credit Card System, Electronic Fund 
Transfer, Paperless bill, Modern Payment Cash, Electronic Cash, E – Governance for India: 
E – Governance of India, Indian customer EDI System, Imports, Exports 
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4. e-Business Essentials : Successful e-Business Practices - From the Experts at PC 
Magazine, Frank J. Derfler, Pearson. 
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Complier Design 
 

Unit I 

 
Introduction to Compiling- Compilers-Analysis of the source program-The phases- Cousins- 
The grouping of phases-Compiler construction tools. The role of the lexical analyzer- Input 
buffering-Specification of tokens-Recognition of tokens-A language for specifying lexical 
analyzer. 

 
Unit II 

 
Syntax Analysis- The role of the parser-Context-free grammars-Writing a grammar-Topdown 
parsing-Bottom-up Parsing-LR parsers-Constructing an SLR(1) parsing table. Type 
checking, Type Systems-Specification of a simple type checker.Run-Time Environments- 
Source language issues-Storage organization-Storage-allocation strategies. 

 
Unit III 

 
Intermediate languages-Declarations-Assignment statements - Boolean expressions- Case 
statements-Backpatching-Procedure calls 

 
 

Unit IV 
 

Issues in the design of a code generator- The target machine-Run-time storage management- 
Basic blocks and flow graphs- Next-use information-A simple codegenerator-Register 
allocation and assignment-The dag representation of basic blocks - Generating code from 
DAG. 

 
Unit V 

 
Introduction-The principle sources of optimization-Peephole optimization- Optimization of 
basic blocks-Loops in flow graphs- Introduction to global data-flow analysis-Code improving 
transformations. 
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Object Oriented Analysis and Design 
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Unit-I 

 
Object Oriented Methodolgy: Object model - Elements-Class and object - Nature of 
object/class-Relationship among Object-Relationship among classes-Quality classes and 
objects - Classification-Classical categorization - Conceptual clustering - prototype theory - 
Analysis and design . 

 
Unit-II 

 
Unified Modeling Language(UML): Introduction, Model, Use case - usage-class diagrams - 
Perspectives - Association - Attributes - Operation –CRC cards-Usage -Interaction diagram- 
Sequence diagrams-Collaboration diagrams-Package diagrams-Concurrent state diagrams- 
Activity diagrams-Decomposition and activity. 

 
Unit-III 

 
Object and Responsibilty Identification: Object Oriented model, traditional techniques- 
Current techniques-Approach to identify attribute- Service-Method. 

 
Unit-IV 

 
Behaviour Specification: Static behaviour specification techniques-Control-Documenting 
control-Documenting static behaviour -Dynamic behaviour identification-Specification 
techniques-Documenting Event specifications-Identifying relationships. 

 
Unit-V 

 
UML and Programming :Domain model-specification model-System design-Detailed design- 
Coding. 
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Bioinformatics 
 

Unit-I 

 
Introduction: genomes - diversity size and structure - proteins proteonomes - Information 
Content in Biological sequences - Production of molecular function and strcture. 
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Unit-II 
 

Internet resources and public data bases:databases and tools -sequence similarity searches - 
Alignment - Production sewer - Molecular Biology Software - blast-fasta-blosum. 

 
Unit-III 

Sequence Comparison in Biology: global alignment - local alignment - gaps Multiple slung 
comparison - Multiple alignment to Psychogenetic trees. 

 
Unit-III 

 
Maps Mapping and Sequencing :DNA mapping and sequencing problems - Mapping and 
genome project - Large-scale sequency and sequence assembly - shotgun sequencing. 

 
Unit-IV 

 
Stings And Evolutionary Trees: Ultra metric Trees and distances - Maximum parsimony - 
stenes trees - phylogenetic alignment. 

 
Unit-V 

 
SPECIAL TOPICS IN BIOINFORMATION: Molecular computing - Gene production. 
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Pattern Recognition 

 
Unit-I 

 
Introduction: Pattern and feature-Training and learning in Pattern recognition 
approaches- Statistical pattern recognition-Syntactic pattern recognition-Neural 
pattern recognition- Reasoning driven pattern recognition-Discriminant functions-
Linear and Fisher's discriminant functions 

 
Unit-II 

 
Statistical Pattern Recognition: Gaussian model-Supervised learning-Prametric 
estimation- Maximum likelihood estimation-Bayesian parameters estimation-
Perception algorithm- LMSE algorithm-Problems with Bayes approach-Pattern 
classification by distance functions- Masximum distance pattern classifier 

 
Unit-III 
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Cluster Analysis: Unsupervised learning-Clustering for Unsupervised learning and 
classification-C-means algorithm-Hierarchical procedures-Graph theoretic approach 
to pattern clustering-Validithy of clustering solutions 

 
Unit-IV 

 
Syntactics Pattern Recognition: Elements of formal grammar-String generation as 
pattern description-Recognition of syntactic description- Parsing-Stochastic grammer 
and appllications-Graph based structural representation 

 
Unit-V 

 
Feature Extension And Recent Advances: Entropy minimisation-Karhunen-Loeve 
transformation-Neural Network structures for pattern recognition-Unsupervised 
learning -self organising networks-Fuzzy pattern classifiers-Genetic algorithms-
Application to pattern recognition 
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Multimedia Database Systems 
 
 

Unit-I 

 
Introduction To Multimedia Databases:Types of multimedia information, 
multimedia database applications, characteristics of multimedia object, components 
of a multimedia database management system. 

 
Unit-II 

 
Multimedia Storage And Retrieval :Image database, text/document database, video 
database, audio databases, retrieving multimedia data from disks/cd-rom/tapes. 

 
Unit-III 

 
Multimedia Information Modeling :Data analysis, data structuring and accessing, 
examples of multimedia Structures, Metadata for multimedia, multimedia data access, 
object-oriented models, temporal models, modelss and multimedia authoring, relevant 



 

36 
 

data structures (k-D trees, point quadtrees, the MX-quadtree, r-trees, etc.). 
 

Unit-IV 
 

Querying Multimedia Databases : Operations on multimedia data, Query processing 
and query languages . 

 
Unit-V 

 
MultiMedia DBMS (MMDBMS) Architecture :Distributed MMDBMS architecture, 
client- server components, implementation considerations, creating Distributed 
Mulitmedia Presentations. 
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Soft Computing 
 

Unit- I 

 
Introduction :Soft computing paradigms - Neural network - Fuzzy logic - Derivation 
free optimization methods of genetic algorithms - Soft computing characteristics. 

 
Unit-II 

 
Fuzzy Logic: Sets - properties - Arithmetics - Members function - Fuzzy relations - 
Relation equations - Fuzzy measures - Types of uncertainty - Memberes of 
uncertainties - Measures of fuzziness - Probabilities Vs Possibility - Measures of 
fuzzy events. 

 
Unit-III 

 
Neural Computing: Neuronmodeling - learning in simple neuron - Perception 
learning curve - Proof - Limitations of perception 

 
Unit-IV 

 
Neural Networks :Multi-level perception - Algorithm - Visualizing network 
behaviour - Self organizing network -Kohenen algorithm - Hopfield network - 
Adaptive resonance theory - Pattern classification. 

 
Unit-V 
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Gentic Algorithms :Introduction - Biological terminology - Search space and fitness 
landscapes - Elements of genetic algorithms - Genetic algorithms in problem solving. 
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Embedded Systems 
Unit-I 

 
Embedded system:- Definition, components, I/O, Processor, Memory, 
Characteristics, attributes, design metrics , design challenges, application areas, 
Issues of designing efficient Embedded system, Difference between ES and PC, 
Design Technology, Integration and Testing of Embedded Hardware and Firmware, 
Embedded System Development Environment:-IDE,compiler, assembler, simulator, 
Emulator, debugging, Target hardware debugging and Boundary Scan , EDLC, 
Trends in the Embedded Industry:-Processor trends, OS trends, Development 
languages trends, Open Standard and framework. S/W H/W Co- design. 

 
Unit-II 

 
Microcontroller:-Introduction, criteria for choosing a microcontroller, Overview of 
8051 Microcontroller family: Architecture, basic assembly language programming 
concepts, Memory Organization of 8051,SFR, Addressing Modes, Instruction set 
including bit manipulating instruction and programming using it, Subroutine, Stack, 
Time delay generations and calculations, I/O port programming, Programming of 
8051 Timers, Counter Programming. Watch Dog Timer, Real Time clock. 

 
Unit -III 

 
8051 hardware connections, basics of Communication with 8051, Basics of 
Communication, Overview of RS-232, I2C Bus, UART, USB, 8051 connections to 
RS-232, 8051 serial communication programming, 8051 interrupts, Programming of 
timer interrupts, Programming of External hardware interrupts, Programming of the 
serial communication interrupts, Interrupt priority in the 8051 

 
Unit-IV 

 
Basic Concepts of Interfacing, Introduction8051 Interfacing to an external memory 
and Accessing External data Memory and External Code Memory, Interfacing to 
LCD/Keyboard, DAC/ADC, Sensors, a Stepper Motor, Interfacing with 8255 
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Unit-V 
 

Real-Time Operating Systems: Review of Concepts, Basic Concepts, Types of 
RTOS, RTOS Issues, Implementing of RTOS, Distributed Processing Systes-
Networking with msCAN: Design Approaches, CAN protocol, RTOS:- introduction, 
type, overview of commercially available RTOS, Introduction to ES design using 
RTOS . 
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Mobile Computing 
 

UNIT – I 

 
Introduction to Personal Communications Services (PCS): PCS Architecture, 
Mobility management, Networks signalling.Global System for Mobile 
Communication (GSM) system overview: GSM Architecture, Mobility management, 
Network signalling, Performance Analysis: Admission control and handoffs 

 
UNIT – II 

 
2.5/3G Mobile Wireless systems: packet switched Data ,Introduction, 3G CDMA 
cellular standards, Wideband Code Division Multiple Access (W-CDMA), and 
CDMA 2000, Quality of services in 3G. 2.5/3G TDMA: General Packet Radio 
Services (GRPS) and EDGE. 

 
UNIT – III 

 
Access Scheduling techniques in cellular systems Slotted Aloha access, integrated 
access: voice and data, scheduling in packet based cellular systems. Mobile Data 
Communication: WLANs (Wireless LANs) IEEE 802.11 standard, Mobile IP. 

 
UNIT – IV 

 
Wireless Application Protocol (WAP): The Mobile Internet standard, WAP Gateway 
and Protocols, wireless mark up Languages (WML). 

 
Unit- V 

 
Wireless Local Loop(WLL): Introduction to WLL Architecture, wireless Local Loop 
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Technologies.Global Mobile Satellite Systems; case studies of the IRIDIUM and 
GLOBALSTAR systems. 
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Data Mining 
 

UNIT I 

Introduction, Data Warehouse, Multidimensional Data Model, Data Warehouse 
Architecture, Implementation, Further Development, Data Warehousing to Data 
Mining 

 
UNIT II 

 
Pre-processing, Cleaning, Integration, Transformation, Reduction, Discretization, 

Concept Hierarchy Generation, Data Mining Primitives, Query Language, Graphical 
User Interfaces, Architectures, Concept Description, Data Generalization, 
Characterizations, Class Comparisons, Descriptive Statistical Measures. 

 
UNIT III 

 
Association Rule Mining, Single-Dimensional Boolean Association Rules from 
Transactional Databases, Multi-Level Association Rules from Transaction Databases 

 
UNIT IV 

 
Classification and Prediction, Issues, Decision Tree Induction, Bayesian 
Classification, Association Rule Based, Other Classification Methods, 
Prediction, Classifier Accuracy, Cluster Analysis, Types of data, Categorisation 
of methods, Partitioning methods, Outlier Analysis. 

 
UNIT V 

 
Multidimensional Analysis and Descriptive Mining of Complex Data Objects, Spatial 
Databases, Multimedia Databases, Time Series and Sequence Data, Text Databases, 
World Wide Web, Applications and Trends in Data Mining 

 
References: 

 
1. Data Mining: Concepts and Techniques, J.Han, M.Kamber, Academic 

Press, Morgan Kanf Man Publishers. 
2. Data Mining, Pieter Adrians, DolfZantinge, Addison Wesley. 



 

40 
 

3. Data Mining with Microsoft SQL Server, Seidman, Prentice Hall of India. 
4. Mastering Data Mining: The Art and Science of Customer Relationship 

Management, Berry and Linoff, John Wiley and Sons. 
5. Data Ware housing: Concepts, Techniques, Products and Applications, C.S.R. 

Prabhu, Prentice Hall of India. 
 


